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Abstract 

Artificial intelligence-based materials application is one of the hot topics in the field of materials science. Materials are 
widely used in the space industry, cutting tools, thermal and electrical insulators, and refractory materials. The 
conventional experiments and statistical approaches usually require more resources and time. Thus, the need for 
Artificial intelligence applications in the simulation and exploration of novel materials is increasing. Recently, AI has 
been applied to materials for improving efficiency and prediction accuracy; however, there are many limitations due to 
the lack of benchmark datasets, advanced pre-processing mechanisms, prediction modelling mechanisms, and 
simulation tools in the materials literature. Thus it is challenging to identify optimal learning models, including 
algorithm selection, the architecture of models, data processing, and simulation mechanisms. In this paper, we attempt 
to review experimental and computational data-based AI mechanisms. Furthermore, the current research status is 
analyzed for using artificial intelligence techniques in material simulation tools and discovering new materials. Finally, 
we present research issues of AI-based application realization in materials science. 
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1. Introduction 

Artificial intelligence (AI) applications are bringing drastic changes in every field of life, especially in 
the technological areas [1-5]. Due to its successful adaptability for high efficiency and performance, the 
need for AI in the simulation and exploration of novel ceramic materials is increasing. Materials design 
based on AI analysis is foreseen to lead to innovative materials and reduce the development cost in terms 
of time and resources [6-8]. However, the scientific community identified many limitations of advanced 
materials discovery and application based on AI and advanced machine learning techniques. For instance, 
there are several issues related to computational simulation, and the materials' structures require high-
performance index properties. Therefore, advanced materials research based on the convergence between 
AI techniques and experimental mechanisms is needed to produce the basic comprehension of the input 
parameters conditions and performance index properties [9]. Fig 1 presents the general AI Mechanism in 
ceramic materials science. In the first step, raw data is prepared for model building using pre-processing 
and feature engineering techniques. The second step is building an AI model using AI-based learning 
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algorithms. Finally, the performance evaluation of the model and interpretation of the model knowledge 
into input parameters and performance index properties for assessment of the materials. 

 

Fig. 1. The general AI Mechanism in materials science for modelling and simulation 

2. Modelling Mechanisms 

The research interest in modelling mechanisms has increased over the past few decades for 
interdisciplinary research and applicatoins[10]. Due to interdisciplinary research interest,  material 
applications based on AI mechanisms have emerged recently with increased experimental and 
computational data. One important task of material science-based AI applications is to use existing material 
data to predict the properties of new materials by using data science methods and mathematics [11]. The 
first step is to build a descriptor model that can predict the property of interest based on a known set of 
input material-specific features. For instance, one of the vital descriptor models where input variables are 
material structure features is called quantitative structure-property relationship (QSPR). In the input and 
output of material properties, a complex relationship is challenging to handle by traditional linear and non-
linear correlation methods. However, these complex relationships can now be efficiently modelled by ML 
methods[12]. 

After performing descriptor modelling analysis and familiarizing with data, a model is applied to predict 
material behaviour using material analysis models based on AI or statistics. Machine learning(ML) models 
are intelligent and improve performance automatically by experience using training data to find patterns 
from data. Below is different ML algorithms categorized according to their type.Table1 presents the 
Predictive mechanism used in material science applications. 

Table 1Predictive mechanism used in material science applications. 

Methods Category 

Least-squares regression Regression 

Kernel ridge regression Regression 

Kriging or Gaussian process regression Regression 

Artificial Neural Network Regression Classification 

Support Vector Machine Regression Classification 

Decision tree Classification 

Random forest Classification 

k-nearest neighbors Classification 
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Naive Bayes Classification 

 
For instance, Naive BayesClassification ML applications in material research are the property prediction 

of steel strength [13], alloys [14], and bandgaps[15]. Applications in the identification of stable materials are 
catalytic activities [16] and acid dissociation constants [17], [18]. Polymer-based material research 
applications are polymer dielectrics [19] and mixed oxide catalysts [20]. 

Supervised learning finds a function that maps input data to output property, while unsupervised 
learning finds the relationship among the data. Clustering in unsupervised learning divides a dataset into 
different categories such that the data points in the same group or cluster are more similar than those in 
other clusters. Clustering is best to extract physical insights from data and find new promising materials 
based on comparative studies. K-means, Hierarchical clustering, and hidden Markov modelling are popular 
clustering algorithms[21].  

The scientific community also reviews ML tools for material discovery and modern applications of 
various ML strategies. However, a few published reviews on AI for materials have been published, 
emphasizing a single material system or individual methods. Therefore, the research focus on an 
application-based perspective in AI-enhanced material discovery. AI techniques reviewed in the paper 
include property prediction, characterization, synthesis, and theory paradigm discovery.  

 

3. Simulation Tools 

There have been many machine learning-based simulation tools developed in the literature. In this 
section, we briefly explore simulation tools published in highly reputed journals such as Nature. A deep 
understanding of material chemistry from only its elemental composition is compared with conventional 
ML approaches for predicting material properties from elemental compositions[22]. ElemNet is used to 
automatically capture the physical and chemical interactions and similarities through the design and 
implementation of deep neural networks. ElemNet enables rapid and robust screening in a large 
combinatorial space for new material candidates. Comparison of deep learning approach with conventional 
ML approach for prediction of materials properties. There are hundreds of thousands of chemical systems 
predicted by ElemNet that may contain yet-undiscovered compounds. By using deep learning, such manual 
feature engineering requiring domain knowledge can be avoided, resulting in better results, even with only 
a few thousand training samples. 

An open-source software platform called matminer was developed to aid in data-driven analyses and 
predictions of materials properties. Matminer offers python modules for importing large data sets from 
external data sources. These data sources are based on Citrination, Materials Project, Materials Platform for 
Data Science, and Materials Data Facility databases. Moreover, it provides an API for implementing code 
from an extensive feature extraction library developed by the materials science community[23]. Table 2 lists 
simulation tools for materials analysis of material structures and properties publicly. 

Table 2 Publicly accessible simulation tools for materials analysis 

Name                                                                                      Description 

AFLOW Online applications for property predictions using machine learning 

CALPHAD Computer Coupling of Phase Diagrams and Thermochemistry  

Matminer Data source, descriptive and predictive analysis 

ElemNet Deep learning-based mechanism 

ChemSpider Search engine for Chemistry's structure database 

Citrination AI-Powered Materials Data Platform 
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4. Conclusion 

AI-based mechanisms in materials science have received notable concentration from material science 
researchers and interdisciplinary research communities. AI and its subfields, such as machine learning, have 
been proven excellent techniques for analyzing big data retrieved from material databases and datasets. 
These tools provide correlations between many complexes and interrelated structures of materials 
composition. This review paper summarizes material science applications based on AI-based modelling 
techniques and materials simulation tools. AI mechanisms such as deep learning show significant 
improvements and potential for the prediction of compositions, processes conditions, and performance 
properties of materials to reveal the changes in specific parameters for modelling materials' behaviour. 
Moreover, the discussion has been presented on AI techniques is preset, showing the significance of 
advanced AI mechanism-based models in designing and optimizing properties prediction for advanced 
materials discovery. For future work, we will develop material authoring and analysis framework based on 
composition assessment and machine learning for efficient material discovery. 
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